ALGEBRA

A matrix is a collection of numbers ordered by rows androols. For example, the
following table is a matrix:

ag; aln]
Am1 = Qmn

This matrix hasn rows andh columns, so it is referred to as a“by n” matrix.

Thetranspose of a matrix is denoted by a prirdé. The first row of a matrix becomes the
first column of the transpose matrix, the secowd obthe matrix becomes the second column
of the transpose, etc.

B=A thenbl‘j = aji
A sguare matrix has as many rows as it has columns.
A symmetric matrix is a square matrix in whiaty; = a;; for all i andj.
A diagonal matrix is a symmetric matrix where all the off diagonameénts are 0. if # j
thenaij = 0.

A=10 5 0

0 0 1
An identity matrix is a diagonal matrix with 1s and only 1s on thegydil. The identity

matrix is denoted ak
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I=]10 1 0

0 0 1
A vector is a special type of matrix that has only one raww vector) or one column

(column vector).
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Row vector:

Column vector:

A matrix with one row and one column is callescalar (number).

Oper ations on matrices.

Matrix Addition and Subtraction.

To add matrices, they must have the same sizesétine number of rows and the same
number of columns). The proper elements of matacesimply added.

a1t Qan by -+ bip a1 +byy 0 agn + by

A+B= +

Am1 " Amn bml bmn am1+bm1 amn+bmn

Matrix subtraction works in the same way.

Matrix Multiplication.



Multiplication of a matrix by a scalar. Each elerhgmnthe product matrix is the scalar
multiplied by the element in the matrix.
bi1 - bin cby; by

cB=c

bml bmn Cbml Cbmn
Matrix multiplication involving a scalar is commtitee (cB = Bc).
Multiplication of a row vector by a column vectdio perform this, the row vector must have

as many columns as the column vector has rowsrddudt is a scalar.

a,
] = b1a1 + -+ bkak

Qg

Other types of matrix multiplication involve the Hiplication of a row vector and a column

vector. For matrix multiplication: the first matnrust have as many columns as the second
matrix has rows. The resulting matrix has as mamysras the first matrix and as many

columns as the second matrix.
byy -+ bip a;'by - a;'by
x| : : = : :
Am1 " Qmn bmi ' bmn am’bl am’bn

Air 0 Qin
Matrix multiplication is not commutatived@ # BA).

b’a = [b1 bk]

AB =

Al =1A=A

Matrix I nverse.

In scalar algebra, the inverse of a number isrthatber which multiplied by the original
number gives 1.In matrix algebra, the inverse wfadrix is that matrix which multiplied by
the original matrix gives an identity matrix.

AATY=A"1A=1

A matrix must be square to have an inverse, bualastjuare matrices have an inverse. We
can take the inverse of a square matrix which hamnazero determinant.

Deter minant of a Matrix.
The determinant of a matrix is a scalar and is thzhag A| or det(A4). The determinant
has very important mathematical properties.

det[a11 alz]—a ary — Qg0
Ay, 0y 11422 12421

Trace of aMatrix.

The trace of a matrix is denotedtagA). The trace is computed only for square matriceks an
equals to the sum of the diagonal elements of tkeixn

7 2 3
tr|8 1 4|=7+1+5
0 3 5

tr(cA) = ctr(4)

tr(A") =tr(4)

tr(A+ B) = tr(A) + tr(B)
tr(AB) = tr(BA)

Properties of operations on matrices:
A+B=B+A



AB # BA

A(BC) = (AB)C = ABC
A+(B+C)=(A+B)+C=A+B+C
(A+B) =A' + B

(AB)' = B'A’
(4B)™! = B4
(4=t = (a0

det(4") = det(A4)
det(AB) = det(A)det(B)

A quadratic form is given by:
x'Ax = ¥it, YL, a;jx;x; (the result is a scalar, matixhas to be square)

If for any non-zero vectar a quadratic form is larger than zero then magpositive
define, if a quadratic form is smaller than zero thennxas negative define.

The matrixA4 is given:

aj; 0 Qin
A= :

An1  *° Qun
To know whether it is positive, negative, non-pesit non-negative define we need to
compute the following determinants:

det(ay1)
aj; Qg2
det ( )
a1 4z
aj; 0 Qan
det
Anp1  * Apn

If all are positive (non-negative)
det(a;;) >0

det (a“ alz) >0

a1 4z
aj; ot Qan

det| : " : >0
An1 ** Ann

Then the matrix is positive define (non-negative).

If the first one is negative (non-positive), thesed one positive (non-negative), the third one
negative (non-positive), ...
det(a;1) <0
a1 A1z
det (a21 azz) >0
ai1 A2 Qg3
det [a21 Az A3 <0
31 4z dzs




[A11 *** Q1n]

det| : i[> 0if niseven
[Ap1 0 Apnl
[A11 **° Q1n]

det| ¢ ™ ! |<0ifnisodd
[Ap1 0 Annl

Then the matrix is negative define (non-positive).
ldempotent matrix.
AA=A

Linear independence.
We say that columns of a matrix are linearly indefant if Ao« = 0 only whena = 0.

a1 0 Aply aiq a2 U1n 0
* = al : : =
amn 0

am1
If the only solution of above equationsiig = a, = - = a,, = 0 then columns of matrid
are linearly independent. It is not possible torexp any column of matrix as linear
combination of the others. We say that ma#rikasfull column rank.

A(,Z: +a2 +...+an

A1 0 Appln Am2

Thecolumn rank of a matrix4 is the maximum number of linearly independent coiu
vectors ofA.

EXERCISES.
1.
2 3
1 2 1
A=[ ] B=|1 4
13 1 > 3
o1 2 171 [2x1 2Xx2 2x1]_[2 4 2
ZA_zh_3 1y_bx1 2% 3 2x1Y‘E 6 A
L 2 12
B—E 13]
, 12 1] [2 1 21 3 3 3
A+B =1, 31fﬂ31 3=l 4 4
2 3
AB=[1 2 qx 112[1><2+2><1+1><2 1x3+2x1+1x3}:6 ﬂ
13 X)) G| Thxz43x1+1x2 1x3+3x1+1x317 17 9

mmzdamm:waﬁ $:6x9—7x8:M—56:—2

_ 2 [ 2
ZA—b A B_h J
Show that matripd is symmetric.
Show thatAB # BA
Show thatd, AB are singular.



Matrix A is 2 by 2 matrix. We verify wheth&f; j¢; . a;; = aj; . In case of matrid
a,;, = 2, a,; = 2 hence matrix is symmetric.

ap=[L 2x[L =[2 ¢

T T AT
BA:LL 1]><[2 4]:[6 12]

The determinant of a singular matrix is equal tdle column or rows are linearly dependent.
det(AB) =9-8—-18-4=0
det(A) =1-4—-2-2=0

4. Show that for any invertiblé: (471)' = (41
HINT: A'B’ = (BA)'

A DY =U4N1IxA
(A)A = @A) A

Left side:

A DYA =AY =I'=1
Right side:

Anta =1

11.

PP=P
MM=(U-P)I—-P)=1—IP—PI+PP=I—-P—-P+P=1-P=M
MP=(—-P)P=IP—-PP=P—-P=0

12.

A'A non-singular matrix

Show thatP = A(A’A)71A’ is idempotent.

PP = A(A'A) 1A  A(AA) 1A' = AI(A'A) 1A' = A(A'A) 1A' =P

13.

M=I-n"1l
I'M=0

“f

1 1 -1
ll’=H[1 1]=[5 ]
1 1 -1

Lets defineP = n~11l'. From exercise 12: ® is idempotentthed =1 — P =1 —n"l'is
idempotent.
PP=n"U'n"l' =n21'l' =n2Inl'=n"'=P

1
'i=1[1 - 1] [] =n
1

Calculus.



Derivative.

f (x4, ..., x,): R™ > R scalar function

[91]
of |aff1|
ax of
0x,
of _[of . ﬁ]
ax’ lox, 0x,

f(xq, ..., x,): R™ > R™ vector function

fxg, e, x7) = (fi(x1, ey X)), oey fin (x4, ..., X5,)) Wheref; are scalar functions.
For example:

f(x1,%2,x3): R® - R?

f (1, x2,%3) = (%1, %3 + X3)

f1(x1, X2, X3) = x4

fo(x1,%2,%3) = x5 + X3

of |9 0x

ax_lafl afmJ

0x, 0x,
2.
da'p
ap
B1
a' =la, ay ... a], B = [ :
B

We define scalar function:
f=adp=af+af,+ -+ apf

[aa’ﬁ] [a(a1ﬁ1 +ayf, + -+ aklgk)]

of oap |0B| | 0B | [a_ll

= = : = . = : =a

o 0B laa’ﬁ‘ [a(alﬁl +ayfy e+ akﬁk)j ar
0Pk 0Pk




da'p
B
da’p [0a’'B da'p da'p
o' [0Br 9B T B

!

=a

3.

4B _ apra _
apr A ag A
Apxn Matrix

B n element column vector.

[zn arifi |
ool
lz,_laniﬁiJ
So -
[Zi:;;:liﬂl] a:ll a:ln
11 in n
FA=18 - Bl L s ]= . aub
IB'A _[Xis aubi n1 =1 aimn%i] — 2
3B 3B 3B
4,
ag—;ﬁ =([A+A)B
B'AB = Zijﬁiﬁjaij
Then Zijﬁiﬁjaij
9B"AB _ [ : ]|
K (2P e |
aﬁn

Let’'s consider I-th element of above matrix:

=la; a;, ... ax] =a

Zl]ﬁlﬁ]al] .Blzjﬁ]alj +.3221.B]a2]+ +.8121ﬁ]al]+ +.3n21.81an]

0fn B

Bray + Baay + -+ Biay + z Biayj .+ Bram = Z Bia; + z Biaj =
j j j



Zj pi(a;j +aj)

So:
6ﬁ’_Aﬁ ) [Z}_ﬁj(alj + ajl)]

B 5
lzjﬁj(anj + ajn)

If matrix A is symmetric thed = A’ and% = 240

= (A+ 408

5. Gradient
af]
of a?l__[?]
B lar| lo
0Bn
6. Hessian.
[ 0% f 0% f
0x,0x, 0x,0xy,
H(x) = : :
0% f 0% f
0x,0x; 0x,0x,



